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Abstract—Proximity-based mobile social networking (PMSN) refers to the social interaction among physically proximate mobile users directly through the Bluetooth/WiFi interfaces on their smartphones or other mobile devices. It becomes increasingly popular due to the recently explosive growth of smartphone users. Profile matching means two users comparing their personal profiles and is often the first step towards effective PMSN. It, however, conflicts with users’ growing privacy concerns about disclosing their personal profiles to complete strangers before deciding to interact with them. This paper tackles this open challenge by designing a suite of novel fine-grained private matching protocols. Our protocols enable two users to perform profile matching without disclosing any information about their profiles beyond the comparison result. In contrast to existing coarse-grained private matching schemes for PMSN, our protocols allow finer differentiation between PMSN users and can support a wide range of matching metrics at different privacy levels. The security and communication/computation overhead of our protocols are thoroughly analyzed and evaluated via real smartphone implementations.
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I. INTRODUCTION

Proximity-based mobile social networking (PMSN) becomes increasingly popular due to the explosive growth of smartphones. In particular, eMarketer estimated the US and worldwide smartphone users to be 73.3 million and 571.1 million in 2011, respectively, and almost all smartphones have WiFi and Bluetooth interfaces. PMSN refers to the social interaction among physically proximate mobile users directly through the Bluetooth/WiFi interfaces on their smartphones or other mobile devices. As a valuable complement to web-based online social networking, PMSN enables more tangible face-to-face social interactions in public places such as bars, airports, trains, and stadiums [1]. In addition, PMSN may be the only feasible social networking tool when mobile users cannot access the Internet for online social networking, e.g., due to lack of Internet access minutes or very weak signals from cellular base stations or WiFi access points.

PMSN is conducted via applications running on smartphones or other mobile devices. Such applications can be offered by small independent developers. For instance, there are currently over 50 Bluetooth/WiFi chatting applications in the Android Market for Android devices and 60 in the App Store for Apple devices. Developing advanced Bluetooth/WiFi social networking applications also has recently attracted attention from the academia [1]. Moreover, online social network providers such as Facebook and Twitter may add PMSN functionalities to their future applications for smartphones and other mobile devices.

Private (profile) matching is indispensable for fostering the wide use of PMSN. On the one hand, people normally prefer to socialize with others having similar interests or background over complete strangers. Such social reality makes profile matching [2] the first step towards effective PMSN, which refers to two users comparing their personal profiles before real interaction. On the other hand, people have growing privacy concerns for disclosing personal profiles to arbitrary persons in physical proximity before deciding to interact with them [2]–[5]. Although similar privacy concerns also exist in online social networking, preserving users’ profile privacy is more urgent in PMSN, as attackers can directly associate obtained personal profiles with real persons nearby and then launch more targeted attacks. This situation leads to a circular dependency between personal-profile exchange and engagement in PMSN and thus necessitates private matching, in which two users to compare their personal profiles without disclosing them to each other.

Some elegant schemes such as [2]–[4] have recently been proposed to enable coarse-grained private matching for PMSN. Common to these schemes is the implicit assumption that each user’s personal profile consists of multiple attributes chosen from a public set of attributes, which can be various interests [2], friends [3], or disease symptoms [4] in different contexts. Private matching is then converted into Private Set Intersection (PSI) [6], [7] or Private Set Intersection Cardinality (PSI-CA) [8], [9], whereby two mutually mistrusting parties, each holding a private data set, jointly compute the intersection [6], [7] or the intersection cardinality [8], [9] of the two sets without leaking any additional information to either party. These schemes [2]–[4] can enable only coarse-grained private matching and are unable to further differentiate users with the same attribute(s). For example, Alice, Bob, and Charlie all like watching movies and thus have “movie” as an attribute of

their respective profile. Alice and Bob, however, both go to the cinema twice a week, while Charlie does so once every two weeks. If Alice can interact with only one of Bob and Charlie, e.g., due to time constraints, Bob is obviously a better choice. Under the existing schemes [2]–[4], however, Bob and Charlie appear the same to Alice. To solve this problem and thus further enhance the usability of PMSN calls for fine-grained private matching.

A natural first step towards fine-grained private matching for PMSN is to use fine-grained personal profiles. The basic idea is to associate a user-specific numerical value with every attribute. For example, assume that every attribute corresponds to a different interest such as movie, sports, and cooking. The first time every user uses the PMSN application, he is prompted to create his profile by assigning a value to every attribute in the public attribute set defined by the PMSN application. Every attribute value is an integer in $[0, 10]$ and indicates the level of interest from no interest (0) to extremely high interest (10). Every personal profile is then defined as a set of attribute values, each corresponding to a unique attribute in the public attribute set.

Fine-grained personal profiles have significant advantages over traditional coarse-grained ones comprising only interested attributes from a public attribute set. First, fine-grained personal profiles enable finer differentiation among the users having different levels of interest in the same attribute. Continue with the previous example. Alice now can choose Bob over Charlie, as she and Bob have closer attribute values for “movie.” In addition, fine-grained personal profiles enable personalized profile matching in the sense that two users can select the same agreed-upon metric from a set of candidate metrics to measure the similarity between their personal profiles or even different metrics according to their individual needs. The accompanying challenge is, however, how to ensure the privacy of fine-grained profile matching, which cannot be solved by existing solutions [2]–[4].

This paper explores fine-grained private (profile) matching to foster the wide use of PMSN. Our main contributions can be summarized as follows.

- We motivate the requirement for and formulate the problem of fine-grained private (profile) matching for PMSN for the first time in the literature.
- We propose the notion of fine-grained personal profiles and a corresponding suite of novel private-matching protocols for different metrics measuring profile similarity.
- We provide thorough security analysis and performance evaluation of our proposed protocols and demonstrate their efficacy and efficiency under practical settings.

The rest of the paper is organized as follows. Section II formulates the problem of fine-grained private matching in PMSN. Section III presents a suite of novel fine-grained private-matching protocols. Section V analyzes and evaluates the performance of the proposed protocols. Section VI discusses the related work. Section VII concludes this paper.

II. PROBLEM FORMULATION AND CRYPTOGRAPHIC TOOL

In this section, we first state our assumption on PMSN and then formulates the problem of fine-grained private matching. Finally, we briefly introduce Paillier’s cryptosystem [10], the cryptographic tool underlying our protocol.

A. Proximity-based Mobile Social Networking (PMSN)

We assume that each user carries a smartphone or some other mobile device with the same PMSN application installed. The PMSN application can be developed by small independent developers or offered by online social network service providers like Facebook as a function module of their applications built for mobile devices. More and more advanced PMSN applications have also been developed by the academia [1]. For convenience only, we shall not differentiate a user from his mobile device later.

A PMSN session involves two users and consists of three phases. First, two users need discover each other in the neighbor-discovery phase. Second, they need compare their personal profiles in the matching phase. Last, two matching users enter the interaction phase for real information exchange. Our work is concerned with the first and second phases.

The PMSN application uses fine-grained personal profiles for fine-grained matching. In particular, the application developer defines a public attribute set consisting of $d$ attributes $\{A_1, \ldots, A_d\}$, where $d$ may range from several tens to several hundreds depending on specific PMSN applications. The attributes may have different meanings in different contexts, such as interests [2], disease symptoms [4], or friends [3]. For easier illustration, we hereafter assume that each attribute corresponds to a personal interest such as movie, sports, and cooking. To create a fine-grained personal profile, every user selects an integer $u_i \in [0, \gamma - 1]$ to indicate his level of interest in $A_i$ (for all $i \in [1, d]$) the first time he uses the PMSN application. As a fixed system parameter, $\gamma$ could be a small integer, say 5 or 10, which may be sufficient to differentiate user’s interest level. The higher $u_i$, the more interest the user has in $A_i$, and vice versa. Every personal profile is then defined as a vector $(u_1, \ldots, u_d)$. The user can also modify his profile later on as needed.

B. Problem Statement: Fine-Grained Private Matching in PMSN

We consider Alice with profile $u = (u_1, \ldots, u_d)$ and Bob with profile $v = (v_1, \ldots, v_d)$ as two exemplary users of the same PMSN application as shown in Fig. 1. Let $\mathcal{F}$ denote a set of candidate matching metrics defined by the PMSN application developer, where each $f \in \mathcal{F}$ is a function over two personal profiles that measures their similarity. Our private-matching protocols allow Alice and Bob to either negotiate one common metric from $\mathcal{F}$ or choose
different metrics from \( F \) according to their individual needs. We shall focus on the latter more general case henceforth, in which private matching can be viewed as two independent protocol executions, with each user initiating the protocol once according to her/his chosen matching metric. Assume that Alice chooses a matching metric \( f \in F \) and runs the privacy-matching protocol with Bob to compute \( f(u, v) \). According to the amount of information disclosed during the protocol execution, we define the following three privacy levels from Alice’s viewpoint, which can also be equivalently defined from Bob’s viewpoint for his chosen matching metric.

**Definition 1: Level-I privacy:** When the protocol ends, Alice only learns \( f(u, v) \), and Bob only learns \( f \).

**Definition 2: Level-II privacy:** When the protocol ends, Alice only learns \( f(u, v) \), and Bob learns nothing.

**Definition 3: Level-III privacy:** When the protocol ends, Alice only learns if \( f(u, v) < \tau_A \) holds for some threshold \( \tau_A \) of her own choice without learning \( f(u, v) \), and Bob learns nothing.

If Alice and Bob both faithfully follow the protocol execution, which corresponds to the honest-but-curious (HBC) model [8], neither of them can learn the other’s personal profile for all three privacy levels. In addition, with level-I privacy, although Bob cannot learn \( f(u, v) \), he learns the matching metric \( f \) chosen by Alice. In contrast to level-I privacy, level-II privacy additionally requires that Bob learn nothing other than \( f \in F \). Finally, level-III privacy discloses the least amount of information by also hiding \( f(u, v) \) from Alice.

Alice or Bob may actively deviate from the protocol execution, which corresponds to the malicious model [8]. For example, Bob may manipulate the protocol output by using an arbitrary profile and/or not faithfully following the protocol operations (e.g., by changing intermediate computation results). In Section III-D, we will discuss many possible active attacks, their impact on profile matching, and corresponding countermeasures.

There might also be some external attackers (other than Alice and Bob) trying to infer users profile or disrupt PMSN operations. For example, an external attacker may eavesdrop on the messages between Alice and Bob. All our protocols can ensure that the eavesdroppers are completely blind to the profiles of Alice and Bob and the matching metric(s) chosen by them, which will all be encrypted during the protocol execution. For simplicity, we will neglect external eavesdroppers in subsequent protocol illustrations and analysis.

It is beyond the scope of this paper to consider other possible external attacks due to tight space constraints. For example, attackers may launch a jamming attack by purposefully transmitting radio signals to prevent Alice and Bob from exchanging messages. Moreover, an intelligent attacker may launch the man-in-the-middle (MiM) attack by surreptitiously relay messages between Alice and Bob who are not physically proximate. These attacks are not unique to our private-matching scenario, and similar ones can apply to any wireless protocol involving message exchanges between multiple parties. The jamming attack can be thwarted by spread-spectrum techniques [11], [12] and the MiM attack can be tackled by using the device pairing protocol in [13].

### C. Cryptographic Tool: Paillier Cryptosystem

Our protocols rely on the Paillier cryptosystem [10], and we assume that every PMSN user has a unique Paillier public/private key pair which can be generated via a function module of the PMSN application. How the keys are generated and used for encryption and decryption are briefed as follows to help illustrate and understand our protocols.

- **Key generation.** An entity chooses two primes \( p \) and \( q \) and compute \( N = pq \) and \( \lambda = \text{lcm}(p-1, q-1) \). It then selects a random \( g \in \mathbb{Z}_N^* \) such that \( \gcd(L(g^\lambda \mod N^2), N) = 1 \), where \( L(x) = (x-1)/N \). The entity’s Paillier public and private keys are \( \langle N, g \rangle \) and \( \lambda \), respectively.

- **Encryption.** Let \( m \in \mathbb{Z}_N \) be a plaintext to be encrypted and \( r \in \mathbb{Z}_N \) be a random number. The ciphertext is given by

\[
E(m \mod N, r \mod N) = g^m r^N \mod N^2, \tag{1}
\]

where \( E(\cdot) \) denotes the Paillier encryption operation using public key \( pk = \langle N, g \rangle \). To simplify our expressions, we shall hereafter omit the modular notation inside \( E(\cdot) \).

- **Decryption.** Given a ciphertext \( c \in \mathbb{Z}_{N^2} \), the corresponding plaintext can be derived as

\[
D(c) = \frac{L(c^\lambda \mod N^2)}{L(g^\lambda \mod N^2)} \mod N, \tag{2}
\]

where \( D(\cdot) \) denotes the Paillier decryption operation using private key \( sk = \lambda \) hereafter.

The Paillier’s cryptosystem has two very useful properties.

- **Homomorphic.** For any \( m_1, m_2, r_1, r_2 \in \mathbb{Z}_N \), we have

\[
E(m_1, r_1)E(m_2, r_2) = E(m_1 + m_2, r_1 r_2) \mod N^2, \quad E^m_1(m_1, r_1) = E(m_1 m_2, r_1^m_2) \mod N^2.
\]

- **Self-blinding.**

\[
E(m_1, r_1)^N r_2^N \mod N^2 = E(m_1, r_1 r_2),
\]

which implies that any ciphertext can be changed to another without affecting the plaintext.
The Paillier cryptosystem is suitable for our scenario for a number of reasons. First, our private-matching protocols rely on homomorphic cryptographic primitives, while the Paillier cryptosystem is the most commonly used one [5], [14]. Second, unlike other homomorphic cryptosystems such as RSA, the Paillier cryptosystem is semantically secure for sufficiently large \( N \), and can be easily ported to smartphones.

To facilitate our illustrations, we assume that \( N \) and \( g \) are of 1024 and 160 bits, respectively, for sufficient semantical security of the Paillier cryptosystem [5]. Under this assumption, a public key \( \langle N, g \rangle \) is of 1184 bits, a ciphertext is of \( 2\log_2 N \approx 2048 \) bits, a Paillier encryption needs two 1024-bit exponentiations and one 2048-bit multiplication, and a Paillier decryption costs essentially one 2048-bit exponentiation.

III. FINE-GRAINED PRIVATE MATCHING PROTOCOLS

In this section, we present three private-matching protocols to support different matching metrics and offer different levels of privacy. In particular, Protocol 1 is for the \( \ell_1 \)-distance matching metric and can offer level-I privacy, Protocol 2 supports a family of additively separable matching metrics and can offer level-II privacy, and Protocol 3 is an enhancement of Protocol 2 for supporting level-III privacy.

A complete matching process involves Alice with profile \( u = (u_1, \ldots, u_d) \) and Bob with profile \( v = (v_1, \ldots, v_d) \), each running an independent instance of the same or even different private-matching protocol. Let \( f \) denote any matching metric supported by Protocols 1 to 3. The larger \( f(u, v) \), the less similar \( u \) and \( v \), and vice versa. We can thus consider \( f(u, v) \) some kind of distance between \( u \) and \( v \). Assume that Alice has a threshold \( \tau_A \) and will accept Bob if \( f(u, v) < \tau_A \). Similarly, Bob has a threshold \( \tau_B \) and will accept Alice if \( f(u, v) < \tau_B \). If both accept each other, they can start real information exchange. Our subsequent protocol illustrations and analysis will be from Alice’s viewpoint, which can be similarly done from Bob’s viewpoint. We assume that Alice has a Paillier public key \( \langle N, g \rangle \) and the corresponding private key \( \lambda \), which are generated as in Section II-C. A practical security protocol often involves some routines such as using timestamps to mitigate replay attacks and message authentication codes for integrity protection. To focus on explaining our key ideas, we will neglect such security routines in protocol illustrations.

A. Protocol 1 for Level-I Privacy

Protocol 1 is designed for the \( \ell_1 \) distance as the matching metric. Recall that every personal profile is a vector of dimension \( d \). As probably the most straightforward matching metric, the \( \ell_1 \) distance (also called the Manhattan distance) is computed by summing the absolute value of the element-wise subtraction of two profiles and is a special case of the more general \( \ell_\alpha \) distance defined as

\[
\ell_\alpha(u, v) = \left( \sum_{i=1}^{d} |v_i - u_i|^\alpha \right)^{1/\alpha},
\]

where \( \alpha \geq 1 \). When \( \alpha = 1 \), we have \( \ell_1(u, v) = \sum_{i=1}^{d} |v_i - u_i| \). The \( \ell_1 \) distance allows a user to evaluate whether the overall absolute difference between his and another user’s profiles is above a threshold chosen by himself.

Protocol 1 is designed to offer level-I privacy from Alice’s viewpoint with regard to Bob. It is a nontrivial adaptation from the protocol in [14] with significantly lower computation overhead to be shown shortly. Our basic idea is to first convert \( \ell_1(u, v) \) into the \( \ell_2 \) distance between the unary representations of \( u \) and \( v \) and then compute the \( \ell_2 \) distance using a secure dot-product protocol.

In particular, for all \( x \in [0, \gamma - 1] \), we define a binary vector \( \hat{h}(x) = (x_1, \ldots, x_{\gamma-1}) \), where \( x_i \) is equal to one for \( 1 \leq i \leq x \) and zero for \( x < i \leq \gamma - 1 \). We also abuse the notation by defining another binary vector \( \hat{u} = \hat{h}(u) = (\hat{h}(u_1), \ldots, \hat{h}(u_d)) = (\hat{u}_1, \ldots, \hat{u}_{(\gamma-1)d}) \) and \( \hat{v} = \hat{h}(v) = (\hat{h}(v_1), \ldots, \hat{h}(v_d)) = (\hat{v}_1, \ldots, \hat{v}_{(\gamma-1)d}) \). It follows that

\[
\ell_1(u, v) = \sum_{i=1}^{d} |u_i - v_i| = \sum_{i=1}^{(\gamma-1)d} |\hat{u}_i - \hat{v}_i| = \sum_{i=1}^{(\gamma-1)d} |\hat{u}_i| - \sum_{i=1}^{(\gamma-1)d} |\hat{v}_i| = \sum_{i=1}^{2(\gamma-1)d} |\hat{u}_i - \hat{v}_i| = \ell_2^2(\hat{u}, \hat{v}).
\]

The correctness of the above equation is straightforward. We can further note that

\[
\ell_2^2(\hat{u}, \hat{v}) = \sum_{i=1}^{(\gamma-1)d} |\hat{u}_i - \hat{v}_i|^2 = \sum_{i=1}^{(\gamma-1)d} \hat{u}_i^2 - 2 \sum_{i=1}^{(\gamma-1)d} \hat{u}_i \hat{v}_i + \sum_{i=1}^{(\gamma-1)d} \hat{v}_i^2 = \sum_{i=1}^{(\gamma-1)d} \hat{u}_i^2 - 2 \hat{u} \cdot \hat{v} + \sum_{i=1}^{(\gamma-1)d} \hat{v}_i^2.
\]

Since Alice and Bob know \( \sum_{i=1}^{(\gamma-1)d} \hat{u}_i^2 \) and \( \sum_{i=1}^{(\gamma-1)d} \hat{v}_i^2 \), respectively, we just need a secure dot-product protocol for Bob to compute \( \hat{u} \cdot \hat{v} \) without knowing Alice’s profile \( u \) or disclosing his profile \( v \) to Alice. Subsequently, Bob can return \(-2\hat{u} \cdot \hat{v} + \sum_{i=1}^{(\gamma-1)d} \hat{v}_i^2 \) for Alice to finish computing \( \ell_2^2(\hat{u}, \hat{v}) \) and thus \( \ell_1(u, v) \).

Protocol Details

The detailed operations of Protocol 1 are shown in Fig. 2.

1. Alice does the following in sequence.

   a. Construct a vector \( \hat{u} = \hat{h}(u) = (\hat{h}(u_1), \ldots, \hat{h}(u_d)) = (\hat{u}_1, \ldots, \hat{u}_{(\gamma-1)d}) \),
2. Bob does the following after receiving Alice’s message.

a. Construct a vector $\hat{v} = h(\hat{v}) = (h(v_1), \ldots, h(v_d)) = (\hat{v}_1, \ldots, \hat{v}_{(\gamma-1)d})$, where $\hat{v}_j$ is equal to one for every $j \in J_\hat{u} = \{j | (i - 1)(\gamma - 1) < j \leq (i - 1)(\gamma - 1) + u_i, 1 \leq i \leq d\}$ and zero otherwise.

b. Choose a distinct $r_j \in \mathbb{Z}_N$ and compute $E(\hat{u}_j, r_j)$ for every $j \in [1, (\gamma - 1)d]$ using her public key $(N, g)$.

c. Send $\{E(\hat{u}_j, r_j)\}_{j=1}^{d(\gamma-1)}$ and her public key to Bob.

e. Compute

$$E(\sum_{j=1}^{d(\gamma-1)} \hat{v}_j^2 - 2\hat{u} \cdot \hat{v}, r's') = E(\sum_{j=1}^{d(\gamma-1)} \hat{v}_j^2 + (N - 2)\hat{u} \cdot \hat{v}, r's')$$

$$= E(\sum_{j=1}^{d(\gamma-1)} \hat{v}_j^2, r) \cdot E((N - 2)\hat{u} \cdot \hat{v}, s') \mod N^2,$$

and send it back to Alice. Note that the first equality sign is because $\hat{v}_j^2 - 2\hat{u} \cdot \hat{v} = \hat{v}_j^2 + (N - 2)\hat{u} \cdot \hat{v} \mod N$, and that the second is again due to the homomorphic property of the Paillier cryptosystem.

3. Alice decrypts $E(\sum_{j=1}^{d(\gamma-1)} \hat{v}_j^2 - 2\hat{u} \cdot \hat{v}, r's')$ using her private key to get $\sum_{j=1}^{d(\gamma-1)} \hat{v}_j^2 - 2\hat{u} \cdot \hat{v}$ and finally computes

$$\ell_1(u, v) = \sum_{j=1}^{d(\gamma-1)} \hat{v}_j^2 - 2\hat{u} \cdot \hat{v} + \sum_{j=1}^{d(\gamma-1)} \hat{u}_j^2. \quad (8)$$

**Protocol Analysis**

We now analyze the privacy provision of Protocol 1 and the related computation and communication overhead.

**Theorem 1:** Protocol 1 ensures level-1 privacy if the Paillier cryptosystem is semantically secure and a personal profile is a vector of dimension $d \geq 2$.

**Proof:** Bob receives and operates only on ciphertexts $\{E(\hat{u}_1, r_1)\}_{j=1}^{d(\gamma-1)}$ and does not know Alice’s private key. Since the Paillier cryptosystem is semantically secure, computationally bounded Bob cannot decrypt the ciphertexts to learn anything about Alice’s profile. As to Alice, she only needs to perform $(\gamma - 1)d$ Paillier encryptions.
in Step 1.a, each costing two 1024-bit exponentiations and one 2048-bit multiplication according to Eq. (1). Note that Alice can preselect many random numbers and precompute the corresponding ciphertexts in an offline manner to reduce the online matching time.\(^3\) In addition, Alice needs to perform one Paillier decryption in Step 3, which is essentially a 2048-bit exponentiation. As for Bob, he needs to perform \(\sum_{i=1}^{d} v_i - 1\) 2048-bit multiplications in Step 2.b, one 2048-bit exponentiation in Step 2.c, two 1024-bit exponentiations and one 2048-bit multiplication (i.e., one Paillier encryption) in Step 2.d, and one 2048-bit multiplication in Step 2.e. Considering Alice and Bob together, we can approximate the online computation cost of Protocol 1 to be \(\sum_{i=1}^{d} v_i + 1\) 2048-bit multiplications, two 2048-bit exponentiations, and two 1024-bit exponentiations. In contrast, a direct application of the secure dot-protocol in [14] will require Bob to perform totally \((\gamma - 1)\) more 2048-bit exponentiations in Steps 2.b and 2.c.

The communication overhead incurred by Protocol 1 involves Alice sending her public key \((N, g)\) and \((\gamma - 1)d\) ciphertexts in Step 1.e and Bob returning one ciphertext in Step 2.e. Since a public key and a ciphertext are of 1184 and 2048 bits, respectively, the total net communication cost of Protocol 1 is of 2048\((\gamma - 1)d + 3232\) bits without considering message headers and other fields.

**B. Protocol 2 for Level-II Privacy**

We now introduce Protocol 2 which can satisfy level-II privacy. In contrast to Protocol 1 working only for the \(\ell_1\) distance, Protocol 2 can apply to a family of additively separable matching metrics and also hide the matching metric chosen by one user from the other. The secrecy of a user’s selected matching metric can help prevent an attacker from generating better tailored profiles to deceive the victim user into a successful matching.

To illustrate Protocol 2, we first introduce then definition of **additively separable** functions as follows.

\(^3\)Alice can even do such offline computations on her regular computer and then synchronize the results to her mobile device.

**Definition 4:** A function \(f(u, v)\) is **additively separable** if it can be written as \(f(u, v) = \sum_{i=1}^{d} f_i(u_i, v_i)\) for some functions \(f_1(\cdot), \ldots, f_n(\cdot)\).

Many common matching metrics are additively separable. For example, the \(\ell_1\) distance can be written as \(\ell_1(u, v) = \sum_{i=1}^{d} |u_i - v_i|\), the dot product is \(u \cdot v = \sum_{i=1}^{d} u_i v_i\), and the \(\ell_\alpha\) norm is \(\ell_\alpha = \sum_{i=1}^{d} |u_i - v_i|^\alpha\). In addition, assuming that Alice assigns a weight \(w_i\) to attribute \(i\), we can define the weighted \(\ell_1\) distance as \(\sum_{i=1}^{d} w_i |u_i - v_i|\) which is also additively separable.

By supporting general additively separable function, Protocol 2 enables the user to control the level of differentiation in private matching. For example, although different pairs of personal profiles could have the same \(\ell_1\) distances, such ambiguity can be avoided by using weighted \(\ell_1\) distance and assigning different weights to different individual attributes.

Protocol 2 works by first converting any additively separable function into a dot-product computation. In particular, given an additively separable similarity function \(f\) of interest, Alice constructs a vector \(\tilde{u} = (\tilde{u}_1, \ldots, \tilde{u}_d)\), where \(\tilde{u}_j = f_i(u_i, k), i = \left(\lfloor j/\gamma \rfloor + 1\right)\), and \(k = (j - 1)\mod \gamma\), for all \(j \in [1, \gamma d]\). Assume that Bob also relies on his profile \(v\) to construct a binary vector \(\tilde{v} = (\tilde{v}_1, \ldots, \tilde{v}_d)\), where the \(j\)th bit \(\tilde{v}_j\) equals one for all \(j \in J_v = \{j | j = (i - 1)\gamma + v_i + 1, 1 \leq i \leq d\}\) and zero otherwise. It follows that \(\tilde{u}_j \tilde{v}_j = \tilde{u}_j = f_i(u_i, v_i)\) for all \(j \in J_v\) and zero otherwise. We then can easily obtain the following result.

\[
 f(u, v) = \sum_{i=1}^{d} f_i(u_i, v_i) = \sum_{j \in J_v} \tilde{u}_j = \sum_{j=1}^{d} \tilde{u}_j \tilde{v}_j = \tilde{u} \cdot \tilde{v} \tag{9}
\]

So we can let Alice run a secure dot-protocol protocol with Bob to obtain \(\tilde{u} \cdot \tilde{v} = f(u, v)\) without disclosing \(u\) or \(f\) to Bob.

**Protocol Details**
The detailed operations of Protocol 2 are shown in Fig. 3 and as follows:

1. Alice first constructs a vector \( \tilde{u} \) as discussed above and then chooses a distinct random \( r_j \in \mathbb{Z}_N \) to compute \( E(\tilde{u}_j, r_j) \) for all \( j \in [1, \gamma d] \) using her public key. Finally, she sends \( \{E(\tilde{u}_j, r_j)\}_{j=1}^{\gamma d} \) and her public key \( \langle N, g \rangle \) to Bob.

2. Bob constructs a vector \( \tilde{v} \) as described above after receiving Alice’s message. He then computes

\[
E(\tilde{u} \cdot \tilde{v}, s) = E\left( \sum_{j \in J'_c} \tilde{u}_j, \prod_{j \in J'} r_j \right) = \prod_{j \in J'_c} E(\tilde{u}_j, r_j) \mod N^2, \tag{10}
\]

where \( s = \prod_{j \in J'_c} r_j \). The equation holds due to Eq. (9) and the homomorphic property of the Paillier cryptosystem. Next, he selects a random number \( r \in \mathbb{Z}_N \) to compute

\[
E(\tilde{u} \cdot \tilde{v}, r) = E(\tilde{u} \cdot \tilde{v}, s) \cdot r^N \mod N^2, \tag{11}
\]

which holds due to the self-blinding property of the Paillier cryptosystem introduced in Section II-C. Finally, Bob returns \( E(\tilde{u} \cdot \tilde{v}, r) \) to Alice.

3. Alice uses her private key \( \lambda \) to decrypt \( E(\tilde{u} \cdot \tilde{v}, r) \) and finally get \( \tilde{u} \cdot \tilde{v} \), i.e., \( f(u, v) \).

Note that it is necessary for Bob to perform one more encryption in Step 2 using a random number \( r \) unknown to Alice. Otherwise, Alice may be able to easily infer Bob’s profile \( v \) without decryption. In particular, suppose that Bob directly sends \( E(\tilde{u} \cdot \tilde{v}, s) \) to Alice without self-blinding it with \( r \) as in Eq. (11). Alice can try all possible \( J'_c \) to find the one satisfying Eq. (10) whereby to deduce \( \tilde{v} \) and \( v \) without actually decrypting \( E(\tilde{u} \cdot \tilde{v}, s) \). The total number of all possible cases is \( \lambda^d \), which may not be large for small \( d \).

### Protocol Analysis

We now analyze the privacy provision of Protocol 2 and the related computation and communication overhead.

**Theorem 2:** Protocol 2 ensures level-II privacy if the Paillier cryptosystem is semantically secure and a personal profile is a vector of dimension \( d \geq 2 \).

**Proof:** The proof is similar to that of Theorem 1 except the additional point that Bob does not know the matching metric \( f \) employed by Alice. It is thus omitted here for lack of space.

The computation overhead incurred by Protocol 2 also mainly relates to modular exponentiations and multiplications. In particular, Alice needs to perform \( \gamma d \) Paillier encryptions in Step 1, each requiring two 1024-bit exponentiations and one 2048-bit multiplication. As in Protocol 1, Alice can do these encryptions beforehand in an offline manner. In addition, Alice needs to perform one Paillier decryption in Step 3, corresponding to one 2048-bit exponentiation. Moreover, Bob needs to perform \( d - 1 = |J'_c| - 1 \) 2048-bit multiplications in Eq. (10) plus one 1024-bit exponentiation and one 2048-bit multiplication in Eq. (11). In summary, the total online computation overhead of Protocol 2 can be approximated by \( d \) 2048-bit multiplications, one 2048-bit exponentiation, and one 1024-bit exponentiation.

The communication overhead incurred by Protocol 2 involves Alice sending her public key \( \langle N, g \rangle \) and \( \gamma d \) ciphertexts in Step 1 and Bob returning one ciphertext in Step 2. Similar to that of Protocol 1, the total net communication cost of Protocol 2 can be computed as \( 2048(\gamma d + 1) + 1184 \) bits without considering message headers and other fields.

### C. Protocol 3 for Level-III Privacy

Protocol 3 is designed to offer level-III privacy. In contrast to Protocol 2, it only lets Alice know whether \( f(u, v) \) is smaller than a threshold \( \tau_A \) of her own choice, while hiding \( f(u, v) \) from her. Protocol 3 is desirable if Bob does not want Alice to know the actual similarity score \( f(u, v) \) between their profiles.

Protocol 3 is based on a special trick. In particular, assuming that there are three arbitrary integers \( \delta, \delta_1, \) and \( \delta_2 \) such that \( \delta > \delta_1 > \delta_2 \geq 0 \), we have \( 0 < (\delta_1 - \delta_2)/\delta < 1 \). Since we assume \( f(u, v) < \tau_A \) both to be integers, \( f(u, v) < \tau_A \) is equivalent to \( f(u, v) + (\delta_1 - \delta_2)/\delta < \tau_A \) and thus \( \delta f(u, v) + \delta_1 < \delta \tau_A + \delta_2 \). On the other hand, if \( f(u, v) \geq \tau_A \), we would have \( f(u, v) + (\delta_1 - \delta_2)/\delta > \tau_A \). According to this observation, Bob can choose random \( \delta, \delta_1, \) and \( \delta_2 \) unknown to Alice and then send encrypted \( \delta f(u, v) + \delta_1 \) and \( \delta \tau_A + \delta_2 \) to Alice. After decrypting the ciphertexts, Alice can check whether \( \delta f(u, v) + \delta_1 \) is smaller than \( \delta \tau_A + \delta_2 \) to learn whether \( f(u, v) < \tau_A \).

### Protocol Details

The detailed operations of Protocol 3 are shown in Fig. 4 and as follows:

1. Alice first constructs a vector \( \tilde{u} \) as in Step 1 of Protocol 2. She then chooses a distinct random \( r_j \in \mathbb{Z}_N \) to compute \( E(\tilde{u}_j, r_j) \) for all \( j \in [1, \gamma d] \) and also another distinct random \( r_{\tau_A} \) to compute \( E(\tau_A, r_{\tau_A}) \). Finally, she sends \( \{E(\tilde{u}_j, r_j)\}_{j=1}^{\gamma d}, E(\tau_A, r_{\tau_A}) \), and her public key \( \langle N, g \rangle \) to Bob.

2. Bob first constructs a binary vector \( \tilde{v} \) whereby to compute \( E(\tilde{u} \cdot \tilde{v}, \prod_{j \in J'_c} r_j) \) (i.e., \( E(f(u, v), \prod_{j \in J'_c} r_j) \)) as in Step 2 of Protocol 2. He then randomly choose \( r'_1, r'_2, \delta, \delta_1, \delta_2 \in \mathbb{Z}_N \) such that \( \delta > \delta_1 > \delta_2 \) to compute

\[
E(\delta \tilde{u} \cdot \tilde{v} + \delta_1, s_1) = E(\tilde{u} \cdot \tilde{v}, \prod_{j \in J'_c} r_j)^\delta \cdot E(\delta_1, r'_1) \mod N^2 \tag{12}
\]

and

\[
E(\delta \tau_A + \delta_2, s_2) = E(\tau_A, r_{\tau_A})^\delta \cdot E(\delta_2, r'_2) \mod N^2, \tag{13}
\]

where \( s_1 = r'_1 \prod_{j \in J'_c} r_j^\delta \mod N \) and \( s_2 = r'_2 r_{\tau_A} \). Both equations hold due to the homomorphic property of the Paillier cryptosystem. Finally, Bob returns \( E(\delta \tilde{u} \tilde{v} + \delta_1, s_1) \) and \( E(\delta \tau_A + \delta_2, s_2) \) to Alice.

3. Alice decrypts the ciphertexts to get \( \delta \tilde{u} \cdot \tilde{v} + \delta_1 \) and \( \delta \tau_A + \delta_2 \). If the former is smaller than the latter, Alice
Alice
\[ \hat{u} = (\hat{u}_1, \ldots, \hat{u}_{(\gamma - 1)d}), \tau_A \]

Bob
\[ \hat{v} = (\hat{v}_1, \ldots, \hat{v}_{(\gamma - 1)d}) \]

Compute \( E(\hat{u}_j, r_j), \forall j \in [1, \gamma d], E(\tau_A, r_A) \)
\[ \langle N, g \rangle, E(\hat{u}_1, r_1), \ldots, E(\hat{u}_{\gamma d}, r_{\gamma d}), E(\tau_A, r_A) \]

Choose \( r'_1, r'_2, \delta > \delta_1 > \delta_2 \geq \delta \)

Compute \( E(\delta \hat{u} \cdot \hat{v} + \delta_1, s_1) = E(\hat{u} \cdot \hat{v}, \prod_{j=2}^{\gamma d} r_j)^\delta \cdot E(\delta_1, r'_1) \mod N^2 \)

Compute \( E(\delta \tau_A + \delta_2, s_2) = E(\tau_A, r_A)^\delta \cdot E(\delta_2, r'_2) \mod N^2 \)

Obtain \( \delta f(u, v) + \delta_1 \) and \( \delta \tau_A + \delta_2 \) after decryption
Output \( f(u, v) < \tau_A \) if \( \delta \cdot f(u, v) + \delta_1 < \delta \tau_A + \delta_2 \)

Fig. 4: Protocol 3 with Privacy Level III: \( f(u, v) > \tau_A \).

We now analyze the privacy provision of Protocol 3 and the related computation and communication overhead.

**Theorem 3:** Protocol 3 ensures level-III privacy if the Paillier cryptosystem is semantically secure and a personal profile is a vector of dimension \( d \geq 2 \).

**Proof:** The proof is similar to that of Theorem 2 except the additional points that Bob does not know Alice’s threshold \( \tau_A \) and that Alice does know the comparison result \( f(u, v) \). It is thus omitted here for lack of space.

The computation overhead incurred by Protocol 3 also mainly relates to modular exponentiations and multiplications. In particular, Alice needs to perform \( \gamma d + 1 \) Paillier encryptions in Step 1, each requiring two 1024-bit exponentiations and one 2048-bit multiplication. As in Protocol 2, Alice can do these encryptions beforehand in an offline manner. In addition, Alice needs to perform two Paillier decryptions in Step 3, each corresponding to one 2048-bit exponentiation. Moreover, Bob needs to perform \( d - 1 = |J^A| - 1 \) 2048-bit multiplications in Eq. (10) plus one 1024-bit exponentiation and one 2048-bit multiplication in Eq. (11). Furthermore, Bob needs to perform one 2048-bit exponentiation, one Paillier encryption, and one 2048-bit multiplication in each of Eqs. (12) and (13). In summary, the total online computation cost of Protocol 3 can be approximated by \( d + 3 \) 2048-bit multiplications, four 2048-bit exponentiation, and four 1024-bit exponentiations.

The communication overhead incurred by Protocol 3 involves Alice sending her public key \( \langle N, g \rangle \) and \( \gamma d + 1 \) ciphertexts in Step 1 and Bob returning two ciphertexts in Step 2. Similar to that of Protocol 2, the total net communication cost of Protocol 3 can be computed as \( 2048(\gamma d + 3) + 1184 \) bits without considering message headers and other fields.

**D. Discussion of Malicious Active Attacks**

We have thus far only considered passive attacks as in previous work [2]–[4] on private profile matching. An active adversary may launch attacks to infer the target user’s personal profile and/or disrupt PMSN operations. Now we discuss some possible active attacks on our protocols and their impact on profile matching. Due to tight space constraints, we only discuss possible countermeasures here and leave the detailed investigation to a separate paper.

**Manipulating protocol output:** Assuming that Bob is malicious, he may manipulate the protocol output by using an arbitrary profile and/or not faithfully following the protocol operations (e.g., by changing intermediate computation results). It is fundamentally difficult to defend against this attack without involving a trusted third party as in [2], [6]. In particular, Alice cannot tell whether the protocol output is caused by Bob’s misbehavior or they indeed having similar profiles. Our protocols, however, can guarantee one of the three privacy levels for Alice against Bob. In addition, since Bob cannot infer Alice’s personal profile after the protocol execution, he cannot purposefully control the protocol output.

**Repeatedly matching with different profiles:** Assuming that Bob is malicious, he may also repeatedly conduct private-matching protocols with Alice using different profiles, aiming at inferring additional information from each protocol output. Consider Protocol 1 as an example, each protocol execution essentially allows Bob to learn one linear equation about Alice’s profile. If Bob performs private matching with Bob for sufficient times with a different profile each time, Bob can eventually learn Alice’s profile. To defend against such attacks in practice, Alice can limit the number of private-matching requests from the same user.

**Denial-of-service (DoS) attack:** As almost all wireless protocols involving message exchanges among involved parties such as [2]–[4], our protocols are vulnerable to Denial-of-Service attacks in which an attacker keeps sending or replying to chatting requests without finishing private matching with good users in order to consume their device resources. The DoS attack can be mitigated by incorporating message puzzles [16] into protocol design, for which we refer readers to [17] for more details.
based on the MAX distance. Given two personal profiles \( \mathbf{u} \) and \( \mathbf{v} \), the MAX distance between them is defined as follows.

\[
\ell_{\text{max}}(\mathbf{u}, \mathbf{v}) = \max\{|v_1 - u_1|, \ldots, |v_d - u_d|\} \tag{14}
\]

Protocols 1 to 3 all enable a user to check whether the overall absolute difference between her and another user’s profiles is below a personally chosen threshold. In contrast, Protocol 4 allows the user to check whether the maximum attribute-wise absolute difference does not exceed her personal threshold.

At the first glance, \( \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \) is not an additively separable function, so it cannot be computed using Protocol 2 or 3. In what follows, we first show how to convert \( \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \) into an additively separable function based on a concept called similarity matching and then present the protocol details and analysis.

### A. From the MAX Distance to An Additively Separable Function

The conversion from \( \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \) to an additively separable function relies on similarity matching defined as follows.

**Definition 5:** Given two user’s personal profiles \( \mathbf{u} = \langle u_1, \ldots, u_d \rangle \) and \( \mathbf{v} = \langle v_1, \ldots, v_d \rangle \), their \( i \)-th attributes are considered similar if \( |u_i - v_i| \leq \tau \) for a specific threshold \( \tau \).

**Definition 6:** The similarity score of \( \mathbf{u} \) and \( \mathbf{v} \), denoted by \( \Phi(\mathbf{u}, \mathbf{v}, \tau) \), is defined as the total number of similar attributes, i.e.,

\[
\Phi(\mathbf{u}, \mathbf{v}, \tau) = \sum_{i=1}^{d} \phi(u_i, v_i, \tau),
\]

where

\[
\phi(u_i, v_i, \tau) = \begin{cases} 
1 & \text{if } |u_i - v_i| \leq \tau, \\
0 & \text{otherwise}.
\end{cases}
\]

The similarity score has three essential properties. First, it is additively separable, implying that Alice can run Protocol 2 with Bob to compute \( \Phi(\mathbf{u}, \mathbf{v}, \tau) \) or Protocol 3 to check whether \( \Phi(\mathbf{u}, \mathbf{v}, \tau) < \tau_A \). Second, it is directly affected by the value of \( \tau \). In particular, the larger \( \tau \), the higher \( \Phi(\mathbf{u}, \mathbf{v}, \tau) \), and vice versa. Last, it relates to \( \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \) based on the following theorem.

**Theorem 4:** For all \( \tau \geq \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \), we have \( \Phi(\mathbf{u}, \mathbf{v}, \tau) = d \); likewise, for all \( \tau < \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \), we have \( \Phi(\mathbf{u}, \mathbf{v}, \tau) < d \).

**Proof:** By the definition of the MAX distance, we have \(|u_i - v_i| \leq \ell_{\text{max}}(\mathbf{u}, \mathbf{v})\) for all \( 1 \leq i \leq d \). It follows that \( \Phi(u_i, v_i, \tau) = 1 \) for all \( 1 \leq i \leq d \) if \( \tau \geq \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \). Therefore, we have therefore have \( \Phi(u_i, v_i, \tau) = d \) for all \( \tau \geq \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \). Similarly, by the definition of MAX distance, there exists \( k \) such that \(|u_k - v_k| = \ell_{\text{max}}(\mathbf{u}, \mathbf{v})\). It follows that \( \Phi(u_k, v_k, \tau) = 0 \), so we have \( \Phi(\mathbf{u}, \mathbf{v}, \tau) < d \) for all \( \tau < \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \).

### B. Protocol 4: MAX-Distance Matching for Level-III Privacy

Protocol 4 depends on Protocol 3 for level-III privacy. Let \( \tau_{\text{max}} \) denote Alice’s MAX-distance threshold kept secret from Bob. According to Theorem 4, checking whether \( \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) < \tau_{\text{max}} \) is equivalent to checking whether \( \Phi(\mathbf{u}, \mathbf{v}, \tau_{\text{max}}) = d \).

**Protocol Details**

The detailed operations of Protocol 3 are shown in Fig. 5 and as follows.

1. Alice first constructs a vector \( \tilde{\mathbf{u}} = \langle \tilde{u}_1, \ldots, \tilde{u}_d \rangle \), where \( \tilde{u}_j = \phi_s(u_i, k, \tau_{\text{max}}) \), \( i \in [1, \gamma d] \), and \( k = (j - 1) \mod \gamma \) for all \( j \in [1, \gamma d] \). He then chooses a random \( r_{\text{max}} \in \mathbb{Z}_N \) to compute \( E(d, r_{\text{max}}) \) and a distinct random \( r_j \in \mathbb{Z}_N \) to compute \( E(\tilde{u}_j, r_j) \) for all \( j \in [1, \gamma d] \). Finally, she sends \( \{E(\tilde{u}_j, r_j)\}_{j=1}^{\gamma d}, E(d, r_{\text{max}}) \), and her public key to Bob.

2. Bob performs almost the same operations as in Step 2 of Protocol 2 (except replacing \( r_A \) by \( r_{\text{max}} \)) and returns \( E(\delta \tilde{\mathbf{u}} \cdot \mathbf{v} + \delta_1, s_1) \) and \( E(\delta d + \delta_2, r_{\text{max}}) \) to Alice. As in Protocol 2, we have \( \tilde{\mathbf{u}} \cdot \mathbf{v} = \Phi(\mathbf{u}, \mathbf{v}, \tau_{\text{max}}) \).

3. Alice does the same as in Step 3 of Protocol 3 to check whether \( \delta \tilde{\mathbf{u}} \cdot \mathbf{v} + \delta_1 < \delta d + \delta_2 \). If so, she learns \( \tilde{\mathbf{u}} \cdot \mathbf{v} < \delta d \) (i.e., \( \Phi(\mathbf{u}, \mathbf{v}, \tau_{\text{max}}) < d \)) and thus \( \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) > \tau_{\text{max}} \). Otherwise, Alice knows \( \ell_{\text{max}}(\mathbf{u}, \mathbf{v}) \leq \tau_{\text{max}} \).
Since Protocol 4 is a special case of Protocol 3 and thus can also ensure level-III privacy with the same communication and computation overhead as that of Protocol 3.

V. Performance Evaluation

In this section, we evaluate the communication and computation overhead as well as overall execution time of our protocols in contrast to previous work. Since previous work [2]–[5] on private matching for PMSN is not applicable to fine-grained private matching addressed by our protocols, we only compare our work with RSV, which refers to the $\ell_1$ distance protocol in [14] and can satisfy level-I privacy. We are not aware of any existing work that can offer level-III privacy as our Protocol 3. Due to space limitations, we omit the rather straightforward derivation process for the communication and computation costs of RSV and refer interested readers to [14] for details.

Table I summarizes the theoretical performance of Protocols 1–4 and RSV, where $\text{mul}_1$, $\text{mul}_2$, $\text{exp}_1$, and $\text{exp}_2$ denote one 1024-bit multiplication, 2048-bit multiplication, 1024-bit exponentiation, and 2048-bit exponentiation, respectively. It is clear that all our protocols incur significantly lower online computation overhead than RSV with similar communication overhead.

A. Implementation

We implement our four protocols and RSV on LG P-970 smartphones, which has a 1GHz Cortex-A8 processor, 512 MB RAM, Android v2.2 Operating System, a 802.11 b/g/n WiFi interface, and Bluetooth v2.1 with Enhanced Data Rate (EDR). As in [5], we use a publicly available Java implementation of Paillier cryptosystem [15]. The whole PMSN application consists of 5000+ lines of Java code, in which our four protocols share the majority of the codes. Since Android platform currently does not support WiFi ad-hoc mode, we let two smartphones communicate with each other through Bluetooth. In our experiments, we are only able to achieve a transmission rate of approximately 800 kb/s, though Bluetooth v2.1 with EDR is expected to operate at a transmission rate of 2.1 Mb/s. If better Bluetooth implementations are available, the execution time of our protocols can be significantly reduced.

In our implementation, assuming that Alice initiates the matching protocol with Bob, each protocol consists of five main steps as follows.

1) Alice prepares the message through offline computation, e.g., generating a number of ciphertexts according to our protocol specifications;
2) Alice sends the message to indicate the start of the protocol;
3) Bob receives and buffers the message;
4) Once the transmission completes, Bob computes the intermediate result according to our protocol specifications, and sends it back to Alice;
5) On receiving the intermediate result, Alice computes the final matching result.

We use custom message headers in the application layer to distinguish these messages.

B. Experimental Results

We first measure the computation time of different basic operations of Paillier cryptosystem on LG P-970 and a Dell XPS 9100 desktop with Intel Core i7 920 2.6GHZ CPU, 9GB RAM, and Windows 7 Operating System. The desktop is used for offline computation. Table II shows the mean, maximum, minimum, medium, and standard deviation of the execution time of $\text{mul}_1$, $\text{mul}_2$, $\text{exp}_1$, $\text{exp}_2$, $\text{Enc}$, and $\text{Dec}$, where $\text{Enc}$ and $\text{Dec}$ denote one Paillier encryption and one decryption, respectively, and each value is computed statistically from 10,000 runs. We can see that it takes much less time to perform the same operation on Dell XPS 9100 than on LG P-970. For example, one Paillier encryption takes on average 167.21 ms and 37.53 ms on LG P-970 and Dell XPS 9100, respectively.

In what follows, we assume that the offline computation is performed on desktop and is not counted into the protocol execution time.

In our experiments, we generate random profiles with each having $d$ attributes, where every attribute value is chosen from $[0, \gamma - 1]$ uniformly at random. The performance metrics used include the offline computation time on the desktop, online computation time on the smartphone, the total net communication cost in bits, and the total online execution time including the online computation, communication, and internal processing time. Note that a complete matching process involves two independent executions of the same or even different private-matching protocols, initiated by Alice and Bob, respectively. For simplicity, we assume that Alice and Bob choose the same protocol and only show the results for one protocol execution. The total matching time thus should be twice the shown total online execution time. Finally, since Protocol 4 has the same communication and computation overhead as Protocol 3, its performance results are not shown for brevity.

We first check the case when $\gamma = 5$ and $d$ varies. It is not surprising to see from Fig. 6a that the offline computation costs of all the four protocols are proportional to $d$. In addition, Protocols 2 and 3 incur comparable offline computation overhead higher than that of Protocol 1 and RSV which incur the same computation overhead. The main reason is that both Protocols 2 and 3 require $\gamma d + 1$ offline Paillier encryptions, while RSV and Protocol 1 require $(\gamma - 1)d$. Since users can do such offline computations on their regular computers and then synchronize the results to their mobile devices, the offline computation cost thus does not contribute to the total protocol execution time.

Fig. 6b shows the online computation costs of all the protocols in the log 10 scale for a fixed $\gamma = 5$ and varying $d$. It is clear that Protocols 1 to 3 all incur much lower online

\footnote{Recall that one Paillier encryption corresponds to two 1024-bit exponentiation and one 2048-bit multiplication.}
computation overhead than RSV. The main reasons are that 1024-bit and 2048-bit exponentiations dominate the online computation costs of all the protocols and that Protocols 1 to 3 all require a constantly small number of modular exponentiations, while RSV requires a much larger number of modular exponentiations that increases almost linearly with $d$.

Fig. 6c compares the total net communication costs of all the protocols for a fixed $\gamma = 5$ and varying $d$. We can see that all the protocols incur comparable communication costs which all increase almost linearly with $d$, which is of no surprise.

Fig. 6d shows the total protocol execution time for a fixed $\gamma = 5$, which comprise the online computation, communication, and internal processing time and is dominated by the former. We can see that there are some fluctuations in the protocol execution time, mainly due to unstable transmission rate of the Bluetooth interface. In addition, Protocol 2 has the shortest execution time among Protocols 1 to 3, while Protocol 3 has the longest for achieving level-III privacy. All our protocols, however, can finish within 15 seconds under all simulated scenarios in contrast to the much longer execution time required by RSV. For example, when $d = 100$, RSV require 80.1 seconds to finish, while Protocols 1 to 3 only require 4.2, 4.2, and 4.7 seconds, respectively. Recall that a complete private-matching process involves two protocol executions. Our three protocols are thus much more feasible and user-friendly solutions to private matching for PMSN.

The impact of $\gamma$ on the protocol performance is shown in Fig. 7, where $d$ is fixed to be 100. Similar results can be observed as in Fig. 6. In particular, the online computation time of Protocols 1 to 3 are relatively insensitive to the increase in $\gamma$ while that of RSV increases linearly as $\gamma$ increases.

As in [5], we measure the energy consumption of our protocols using PowerTutor [18]. Table III shows that the energy consumption of one execution of RSV and Protocols 1 to 3, where $d = 100$ and $\gamma = 5$. We can see that all our protocols consumes about one eighth of the energy RSV does. In addition, a fully charged LG P-970 has 20,160J and one execution of any of our protocols only consumes less than 0.06% of the total energy, which indicate that our private matching protocols are very practical in terms of power consumption.

### C. Discussion

The experimental results show that all our protocols incur similar offline computation and communication overhead but significantly lower online computation overhead and thus total protocol execution latency and energy consumption in comparison with RSV, making them more practical than RSV to realize private matching in PMSN.

To further reduce the total execution latency of our protocols, there are two directions to explore. First, since a significant portion of the total protocol execution time is the transmission time, it is possible to reduce the total execution latency by using advanced wireless interface with higher transmission rate. For example, Bluetooth 3.0 and 4.0 have a promised speed of 25 Mb/s, and Wi-Fi Direct has the maximum transmission rate of up to 250 Mb/s, while our current achievable transmission rate via Bluetooth interface on LG P-970 is only 800 kb/s. As more and more emerging mobile devices support these advanced interfaces, the transmission time and total protocol execution latency of our protocols will be significantly reduced. For instance, when $d = 100$ and $\gamma = 5$, with a transmission rate of 25 Mb/s, the total execution times of Protocols 1 to 3 will be close to the online computation time, i.e., 2.1s, 1.4s, and 2.3s, respectively. Second, our currently implementation uses the publicly available Java implementation of Paillier cryptosystem [15] without any optimization, further optimization is expected to further reduce the online computation time.

### TABLE I: Comparison of Private-Matching Protocols

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Metric</th>
<th>Privacy</th>
<th>Offline Comp.</th>
<th>Online Comp.</th>
<th>Comm. (in bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSV [14]</td>
<td>$\ell$</td>
<td>Level-I</td>
<td>$2(\gamma - 1)d \exp_1, (\gamma - 1)d \mul_2$</td>
<td>$(\gamma - 1)d + 3 \exp_1, (\gamma - 1)d + 3 \mul_2$</td>
<td>$2048(\gamma - 1)d + 3232$</td>
</tr>
<tr>
<td>Protocol 1</td>
<td>$f_1(u, v)$</td>
<td>Level-I</td>
<td>$2(\gamma - 1)d \exp_1, (\gamma - 1)d \mul_2$</td>
<td>$2 \exp_2, 2 \exp_1, \sum_{i=1}^{\gamma-1} v_i + 1 \mul_2$</td>
<td>$2048(\gamma - 1)d + 3232$</td>
</tr>
<tr>
<td>Protocol 2</td>
<td>$f_1(u, v)$</td>
<td>Level-II</td>
<td>$2d \exp_1, \gamma d \mul_2$</td>
<td>$1 \exp_2, 1 \exp_1, d \mul_2$</td>
<td>$2048\gamma d + 3232$</td>
</tr>
<tr>
<td>Protocol 3</td>
<td>$f(u, v) &lt; \tau$</td>
<td>Level-III</td>
<td>$2\gamma d + 2 \exp_1, \gamma d + 1 \mul_2$</td>
<td>$4 \exp_2, 4 \exp_1, d + 3 \mul_2$</td>
<td>$2048\gamma d + 7328$</td>
</tr>
<tr>
<td>Protocol 4</td>
<td>$\tau_{\text{max}}(u, v) &lt; \tau$</td>
<td>Level-III</td>
<td>$2\gamma d + 2 \exp_1, \gamma d + 1 \mul_2$</td>
<td>$4 \exp_2, 4 \exp_1, d + 3 \mul_2$</td>
<td>$2048\gamma d + 7328$</td>
</tr>
</tbody>
</table>

### TABLE II: Execution Time of Different Operations (ms)

<table>
<thead>
<tr>
<th>Operation</th>
<th>Mean</th>
<th>Min</th>
<th>Median</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mul_1$</td>
<td>0.73</td>
<td>12.0</td>
<td>0.58</td>
<td>0.61</td>
</tr>
<tr>
<td>$\exp_1$</td>
<td>81.08</td>
<td>112.0</td>
<td>77.0</td>
<td>78.0</td>
</tr>
<tr>
<td>$\mul_2$</td>
<td>0.88</td>
<td>43.00</td>
<td>0.73</td>
<td>0.76</td>
</tr>
<tr>
<td>$\exp_2$</td>
<td>159.06</td>
<td>197.0</td>
<td>153.0</td>
<td>154.0</td>
</tr>
<tr>
<td>$\enc_1$</td>
<td>167.21</td>
<td>295.0</td>
<td>158.0</td>
<td>159.0</td>
</tr>
<tr>
<td>$\dec_1$</td>
<td>165.6</td>
<td>227.0</td>
<td>160.0</td>
<td>161.0</td>
</tr>
</tbody>
</table>

(a) LG P-970

<table>
<thead>
<tr>
<th>Operation</th>
<th>Mean</th>
<th>Min</th>
<th>Median</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mul_1$</td>
<td>0.0076</td>
<td>0.10</td>
<td>0.0042</td>
<td>0.0062</td>
</tr>
<tr>
<td>$\exp_1$</td>
<td>18.84</td>
<td>28.0</td>
<td>17.0</td>
<td>18.0</td>
</tr>
<tr>
<td>$\mul_2$</td>
<td>0.033</td>
<td>0.28</td>
<td>0.031</td>
<td>0.031</td>
</tr>
<tr>
<td>$\exp_2$</td>
<td>36.26</td>
<td>40.0</td>
<td>34.0</td>
<td>36.0</td>
</tr>
<tr>
<td>$\enc_1$</td>
<td>37.53</td>
<td>40.0</td>
<td>35.0</td>
<td>37.0</td>
</tr>
<tr>
<td>$\dec_1$</td>
<td>37.66</td>
<td>41.0</td>
<td>36.0</td>
<td>37.0</td>
</tr>
</tbody>
</table>

(b) Dell XPS 9100

### TABLE III: Comparison of Energy Consumption for Four Protocols, where $d = 100$ and $\gamma = 5$

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Energy Consumption (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bob Percentage</td>
<td>Total</td>
</tr>
<tr>
<td>Alice Percentage</td>
<td>Bob Percentage</td>
</tr>
<tr>
<td>RSV [14]</td>
<td>0.46%</td>
</tr>
<tr>
<td>Protocol 1</td>
<td>0.055%</td>
</tr>
<tr>
<td>Protocol 2</td>
<td>0.057%</td>
</tr>
<tr>
<td>Protocol 3</td>
<td>0.061%</td>
</tr>
</tbody>
</table>
VI. RELATED WORK

In this section, we briefly discuss some work in several areas which is most germane to our work in this paper.

**Private matching for PMSN:** As mentioned in Section I, the private matching schemes proposed in [2]–[4] aim at coarse-grained personal profiles and match two users based on a privacy-preserving computation of the intersection (cardinality) of their attribute sets. In contrast, our protocols support fine-grained personal profiles and thus much finer user differentiation, which is important for fostering the much wider use of PMSN. To our best knowledge, Dong et al. presented the only piece of work in [5] that does not match two users in PMSN using the intersection (cardinality) of their attribute sets. Instead, they proposed using the social proximity between two users as the matching metric, which measures the distance between their social coordinates with each being a vector precomputed by a trusted central server to represent the location of a user in an online social network. By comparison, our work does not rely on the affiliation of PMSN users with a single online social network and addresses a more general private matching problem for PMSN by supports fine-grained personal profiles and a wide spectrum of matching metrics.

**Secure multi-party computation:** Private matching for PMSN can also be viewed as special instances of secure two-party computation, which was initially introduced by Yao in [19] and later generalized to secure multi-party computation by Goldreich et al. [20] and many others. In secure two-party computation, two users with private inputs $x$ and $y$, respectively, both want to compute some function $f(x, y)$ without any party learning information beyond what can be inferred from the result $f(x, y)$. It was shown that all secure multi-party computation problems can be solved using the general approach in using the general approach [20], which is nevertheless too inefficient to use in practice. The existing literature on secure multi-party computation thus focused on devising more efficient solutions for specific functions. Our work in this paper belong to this category and gives efficient solutions to many PMSN matching metrics.

**Privacy-preserving data mining and scientific computation:** Securely computing some function over two vectors has also been investigated in the context of privacy-preserving data mining and scientific computation. In particular, secure dot-product computation was studied in [21]–[24]. As in [5], we adopt the method in [23] as a component of our protocols and make significant contributions on relating the computation of many PMSN matching metrics to secure dot-product computation. Privacy-preserving correlation computation was studied in [25], [26] and is loosely related to our work here. Moreover, some novel methods were proposed in [14] for securely computing the approximate $\ell_1$ distance of two private vectors. As said before, our Protocol 1 is adapted from the protocols [14] but with significantly lower computation overhead and protocol execution latency. In addition, Du et al. proposed a set of protocols based on commutative encryptions for securely computing the difference between two private vectors based on different metrics [27], including the $\ell_1$ distance, the $\ell_2$ distance, and a more general function. Since all known commutative encryption schemes are deterministic,
i.e., the same plaintext always leads to the same ciphertext, it is not semantically secure as Paillier cryptosystem [2]. It is not clear how to apply their protocols to our problem here in an efficient and secure fashion. In addition, the different choices in underlying cryptosystems between our work and [27] also lead to drastically different protocol design.

**Secret handshake/matchmaking:** Private profile matching is also related to secret handshake/matchmaking. In secret handshake schemes [28]–[32], two parties anonymously prove to each other the possession of some property, e.g., the membership of a certain group, and also establish a secret key used to secure subsequent communications. In contrast, in secure matchmaking schemes [33], [34], users express requirements about the properties expected from the other party and establish a secret key only if both users’ requirements are satisfied. Our work differs from this line of research in the following aspects. First, secret handshake and secret matchmaking both require the communication parties to have the valid credential issued by a certification authority, which will be authenticated during the handshake or matchmaking process, while PMSN users can set and update their own personal profiles without the need to be certified by a trusted third party. Moreover, most schemes along this line [28]–[30], [32]–[34] support a single matching metric by requiring the perfect match between two user properties. Although the recent work [31] considers fuzzy (approximate) attribute-based matching, it relies on PSI-CA [8], [9] and can only support coarse-grained matching. Similar to existing coarse-grained private matching schemes [2]–[4] built upon PSI [6], [7] or PSI-CA [8], [9]. By comparison, we represent user profiles as fine-grained vectors, which lead to a large family of possible matching metrics as well as drastically different protocol designs. Finally, since PMSN is conducted on resource-constraint mobile devices, we explicitly emphasize protocol efficiency, execution latency, and power consumption, while [28]–[34] focus more on security proofs.

**VII. Conclusion**

In this paper, we formulated the problem of fine-grained private (profile) matching for proximity-based mobile social networking and presented a suite of novel solutions that support a variety of private-matching metrics at different privacy levels. Detailed performance analysis and experimental evaluation confirmed the high efficiency of our protocols over prior work under various practical settings.
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